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ABSTRACT

Current modeling and simulation capabilities permit tackling complex multi-physics problems, such
as those encountered in ground vehicle mobility studies, using high-fidelity physics-based models for
all involved subsystems, including the vehicle, tires, and deformable terrain. However, these come at
significant computational burden; research and development on new software architecture and paral-
lelization techniques is crucial in enabling such predictive simulation capabilities to be useful in design
of new vehicles or in operational settings.

In this paper, we describe the architecture, philosophy, and implementation of a distributed message-
passing-based granular terrain simulation capability and its incorporation into an explicit force–
displacement co-simulation framework to enable effective simulation of multi-physics mobility prob-
lems. We demonstrate that the proposed infrastructure has good parallel scaling characteristics and
can thus effectively leverage available computing resources. Furthermore, we show that the outer com-
munication layer, also implemented with a message passing approach, is effective and adds negligible
overhead.

1 INTRODUCTION

Multibody system dynamics models and tools for
vehicle simulation, both commercial and open-
source, are nowadays at very high levels of ma-
turity and sophistication and are routinely used,
both in research and industry, for design and anal-

ysis of ground vehicles, particularly for on-road
scenarios. However, simulations of off-road vehi-
cles continue to rely heavily on empirical or semi-
empirical methods that, while computationally ex-
peditious, lack the level of fidelity necessary to cap-
ture all effects in complex vehicle – terrain interac-
tions. Relatively recent advances in terramechan-
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ics modeling and associated simulation software
are motivating a push towards physics-based, high-
fidelity modeling and simulation of the overall off-
road mobility problem, including the vehicle, tires,
and soil. An example of efforts in this direction is
the ongoing work on producing a next generation
of the NATO Reference Mobility Model [1] using
a completely physics-based solution, including full
3-D vehicle multibody models and high-fidelity soil
and terrain representations [2].

While solutions coupling high-fidelity vehicle
models with fully-resolved granular dynamics ter-
rain models have been demonstrated to capture
the effects important for predictive mobility stud-
ies [3, 4, 5], they are computationally very inten-
sive; this is especially the case for simulations cou-
pling Finite Element Analysis (FEA) for tire mod-
eling with Discrete Element Method (DEM) for
granular soil representation. Monolithic simula-
tions are prohibitively expensive and undesirably
limit freedom in selecting appropriate numerical
methods and/or parallelization technique due to
the inherent multi-physics nature of the problem.
Furthermore, solutions such as using a moving
patch approach to decrease the computational cost
of deformable soil simulations are not always ap-
propriate (for example, when interested in multi-
pass effects or simulations of vehicle convoys).

Limitations imposed by monolithic solutions can
be alleviated by adopting a co-simulation approach
to the multi-physics mobility problem, allowing in-
dependent and concurrent simulation of subsys-
tems naturally separated by their physical char-
acteristics (vehicle – tire – terrain). Such tech-
niques have been demonstrated to be suitable for
effectively calculate mobility metrics such as draw-
bar pull and motion resistance, investigate de-
formable tire behavior (strain and stress distri-
butions), and quantify multi-pass effects on ter-
rain compaction and vehicle performance [3]. As
part of previous work, we introduced a software
framework which implements an explicit force–

displacement co-simulation technique to decouple
the global problem involving a vehicle multibody
system, flexible FEA-based tires, and deformable
terrain modeled using DEM techniques [4]. That
solution relies on multi-core parallelization of the
granular terrain simulation, implemented through
OpenMP [6]. While it was demonstrated that this
permits effectively advancing the state of all in-
volved subsystems independently and in parallel,
thus reducing the overall time to solution to the
cost of the most expensive subsystem, it was also
noted that scenarios involving large-scale terrain
patches quickly lead to the granular dynamics sim-
ulation becoming the computational bottleneck.
This is due to the fact that multi-core paralleliza-
tion does not scale well beyond a relatively small
number of threads owing to cache coherence and
false-sharing issues [7]. Other single-node alterna-
tives, such as using GPU acceleration for the gran-
ular dynamics simulation are still limited in scala-
bility, primarily due to the available device mem-
ory, computational cost of out-of-core implemen-
tations, or complexity of multi-GPU approaches.

The work presented herein was therefore moti-
vated by the desire to provide a fully scalable solu-
tion for granular terrain simulations (limited only
by available computing resources) while maintain-
ing the advantages provided by a co-simulation ap-
proach to the vehicle–tire–terrain global problem.
Both strong and weak scalability of the proposed
solution are important and both are considered
herein. In the context of a co-simulation frame-
work, the final goal in establishing a scalable gran-
ular dynamics capability is ensuring that, in all
scenarios of interest, the computational bottleneck
is always the simulation of one flexible FEA-based
tire. While this calculation can be (and usually
is) expensive itself, this is a fixed computational
cost. Furthermore, the subsystem separation pro-
vided by the co-simulation approach allows work
on improving efficiency of FEA calculations to oc-
cur as a separate task; this is the object of ongoing
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related work.

The outcome is a hybrid platform which im-
plements parallelism at multiple levels, including
a distributed granular dynamics solver based on
a domain-decomposition approach and leveraging
multi-core parallel computing on each subdomain.
This co-simulation framework relies on Message
Passing Interface (MPI) [8] for the data exchange
in the outer co-simulation layer and on a hybrid
MPI-OpenMP parallelization for highly-scalable
terrain simulation.

This paper is organized as follows. In the next
section we describe the overall approach and the
architecture of the co-simulation framework and
provide a brief overview of the vehicle and flexi-
ble tire modeling and simulation capabilities avail-
able in Chrono. Section 3 discusses the hybrid
distributed/multi-core parallel solution technique
for large-scale granular dynamics problems, based
on distributed domain-decomposition coupled with
multi-core parallelization of each local subproblem.
We provide results from numerical experiments in
Section 4 where the emphasis is on computational
and parallel efficiency. We conclude the paper in
Section 5 where we also discuss related ongoing
and planned research and development efforts.

2 TECHNICAL APPROACH

The co-simulation framework described here was
implemented within the Chrono multi-physics
package [9, 10]. Developed through a joint uni-
versity effort, Chrono is available under a BSD-3
license [11] and is distributed as a suite of mid-
dleware libraries organized in separate functional
modules. The core module provides support for
the modeling, simulation, and visualization of rigid
multibody systems; optional modules provide sup-
port for additional classes of problems (e.g., fi-
nite element analysis and fluid-solid interaction),
for modeling and simulation of specialized systems
(such as ground vehicles and granular dynamics

problems), provide specialized parallel computing
algorithms for large-scale simulations (multi-core,
GPU, and distributed), or offer additional utilities
for post-processing and run-time visualization.

As an open-source, freely available software
package, Chrono fosters collaborative development
and offers a convenient framework for exploring
and developing new simulation and architecture
paradigms, such as the one discussed in this pa-
per. Furthermore, its permissive licensing model
enables cost-effective design of experiment analy-
ses allowing parallel high throughput computing
simulations, relevant in applications such as off-
road vehicle mobility assessment.

We provide next an overview of the hybrid MPI-
MPI-OpenMP co-simulation framework proposed
as a solution to simulating complex vehicle–terrain
interaction in which the terrain is represented
through a Discrete Element Method (DEM) on do-
mains of practically arbitrary dimensions and with
arbitrary levels of resolution of the granular ma-
terial (of course, modulated by available comput-
ing resources and numerical limitations inherent
to simulating particles at very small scale). We
then briefly list the Chrono modules that enable
simulation of the various subsystems considered
here, in particular its ground vehicle modeling ca-
pabilities through the Chrono::Vehicle module and
the Chrono::FEA finite element analysis (FEA)
module used to model and simulate flexible tires.
We concentrate most of the discussion on efficient
parallelization of granular dynamics simulations,
focusing in particular on the design, architec-
ture, and implementation of Chrono::Distributed,
a new module targeted at distributed simulation
of many-body dynamics with friction and contact.

2.1 High-level framework overview

The proposed co-simulation framework (see Fig. 1)
relies on two MPI layers, one for implementing the
co-simulation data exchange and an inner layer for
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the domain-decomposition-based distributed gran-
ular terrain simulation, and a multi-core parallel
computing layer used to accelerate FEA calcula-
tions for the tire subsystems as well as the local
granular dynamics problems in each terrain sub-
domain.

The top level of the co-simulation framework is a
three-way communication mechanism between the
vehicle subsystem, the four (or more) tire subsys-
tems, and the terrain. This layer implements an
explicit force–displacement co-simulation scheme,
wherein the vehicle exchanges wheel state and tire
forces with each individual tire subsystem and each
tire exchanges (deformable or rigid) mesh node
states and contact forces with the terrain subsys-
tem. The current implementation relies on MPI
(see Fig. 1) but could be implemented with a dif-
ferent mechanism.

Decoupling the simulation of the inherently
multi-physics off-road mobility problem into vehi-
cle, tire, and deformable terrain subsystems allows
greater flexibility in accelerating the simulation.
First, each subsystem can evolve its internal dy-
namics with a suitable integration time step, which
can be different between the various subsystems
and dictated by accuracy and stability consider-
ation for that subsystem. Second, each subsys-
tem can employ a different numerical integration
scheme, suitable for its specific dynamics problem;
for instance, we use an adaptive HHT (Hilber-
Hughes-Taylor) scheme in Chrono::FEA while us-
ing a semi-implicit Euler scheme for granular dy-
namics problems. Finally, and most importantly in
the context of this work, a co-simulation approach
permits leveraging different and independent par-
allelization techniques for each subsystem, as dic-
tated by the structure, type, and characteristic of
each subproblem.

Computation of internal forces and Jacobians
in Chrono::FEA, particularly compute-intensive
when using the Absolute Nodal Coordinate For-
mulation (ANCF), leverages shared memory multi-

core parallelism through OpenMP. Granular ter-
rain simulation can be performed either in
a shared memory, OpenMP-based parallel set-
ting, or else in a distributed fashion using the
Chrono::Distributed hybrid parallel model. As de-
scribed below in Section 3 and demonstrated in
Section 4.1, the latter offers greatest scalability
and parallel performance.

2.2 Vehicle and tire simulation

Chrono::Vehicle [12] is a specialized Chrono mod-
ule which provides a collection of templates (pa-
rameterized models) for various topologies of both
wheeled and tracked vehicle subsystems, as well
as support for closed-loop and interactive driver
models, and run-time and off-line visualization
of simulation results. Chrono::Vehicle leverages
and works in tandem with other Chrono mod-
ules, such as Chrono::FEA for finite element sup-
port; Chrono::Granular for granular dynamics sup-
port; Chrono::Irrlicht and Chrono::OpenGL for
run-time visualization; and Chrono::Parallel and
Chrono::Distributed for parallel computing sup-
port.

Chrono::Vehicle provides a comprehensive set
of vehicle subsystem templates (for tires, suspen-
sions, steering mechanisms, drivelines, sprockets,
track shoes, etc.), templates for external systems
(for powertrains, drivers, terrain models), and ad-
ditional utility classes and functions for vehicle
visualization, monitoring, and collection of sim-
ulation results. As a C++ middleware library,
Chrono::Vehicle requires the user to provide classes
for a concrete instantiation of a particular tem-
plate. An optional Chrono library provides com-
plete sets of such concrete C++ classes for a few
ground vehicles, both wheeled and tracked, which
can serve as examples for other specific vehicle
models. An alternative mechanism for defining
concrete instantiation of vehicle system and sub-
system templates is based on input specification
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Figure 1: Schematic of the hybrid MPI-MPI-OpenMP co-simulation framework. The outer MPI layer is responsible for
orchestrating the inter-system co-simulation communication. The inner MPI-OpenMP layer is responsible for the hybrid
parallel granular terrain simulation.

files in the JSON format.

The particular off-road vehicle used for the nu-
merical experiments in Section 4 was a four-wheel
drive off-road vehicle with independent double-
wishbone suspension and Pitman arm steering (see
Fig. 2).

Chrono::Vehicle currently supports three differ-
ent categories of tire models: rigid, semi-empirical,
and finite element. Rigid tires can be modeled as
cylindrical shapes or else as non-deformable tri-
angular meshes. From the second class of tire
models, Chrono::Vehicle provides template imple-
mentations for Pacejka (89 and 2002), Fiala, Lu-
gre, and TMeasy tire models, all suitable for ma-
neuvers on rigid terrain. Finally, the third class
of tire models offered are full finite element rep-
resentations of the tire, using either ANCF or
Reissner shell elements. The ANCF-based flex-
ible tire model in Chrono::Vehicle, used in this
study, is based on the laminated ANCF shell el-

Figure 2: Wheeled vehicle with double wishbone suspen-
sions and Pitman arm steering.
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ement [13, 14]. Additional details on the actual
Chrono implementation of this element can be
found in [15].

2.3 Granular terrain simulation

While providing a full-fledged multibody simula-
tion framework, a unique characteristic of Chrono
lies with its mature support for frictional con-
tact. For such problems, Chrono implements both
non-smooth (NSC) and smooth (SMC) contact ap-
proaches. The former relies on a complementarity
formulation which, in conjunction with a Coulomb
friction law, results in a Differential Variational
Inequality (DVI) form of the equations of mo-
tion. The smooth contact method (also known as
a penalty method) can be viewed as regulariza-
tion approach wherein normal and tangential con-
tact forces are based on local body deformation
at the contact point. NSC and SMC also differ in
terms of their modeling capabilities, parameteriza-
tions, as well as in their computational complexity
and amenability to parallel computing. The two
approaches to frictional contact implemented in
Chrono have been compared and validated in [16].
For further details on NSC, the reader is directed
to [17, 18]. The SMC formulation is discussed
in [19, 20].

Large-scale simulations of granular material
(i.e., problems with millions of bodies interacting
through contact and friction), where each parti-
cle is considered individually and all inter-particle
interactions accounted for, are collectively known
under the name Discrete Element Method (DEM).
Because NSC formulations for frictional contact
are relatively more recent, the term DEM is usually
associated with SMC-type formulations. To distin-
guish between the two, here we use the acronyms
DEM-C (for complementarity) and DEM-P (for
penalty).

As mentioned above, a distinguishing character-
istic of the two formulations (NSC and SMC) and

therefore of the two corresponding DEM flavors is
the type of resulting equations of motion. While
DEM-C requires the solution of a global optimiza-
tion problem (obtained after manipulations of the
DVI equations of motion), inclusion of frictional
contact forces in DEM-P is a local process, on a
per-contact basis. As such, DEM-P is much easier
to parallelize, particularly in a distributed comput-
ing environment.

3 PARALLEL GRANULAR DYNAMICS

In order to enable large-scale, high-resolution
granular dynamics simulations, we developed
the Chrono::Distributed module of Chrono.
Chrono::Distributed wraps existing OpenMP sup-
port in Chrono::Parallel with MPI support for
a hybrid parallel solution to large-scale com-
putational granular dynamics. The intent of
Chrono::Distributed is to break a large granu-
lar simulation into many smaller, mostly-disjoint
Chrono::Parallel simulations which run on power-
ful many-core nodes with fast interconnect. On
this type of architecture, Chrono uses parallelism
at three levels to utilize a large number of CPU
cores and memory and accelerate simulation: MPI
for domain-decomposition, OpenMP for shared
memory parallelization of the local problem on
each processor, and SIMD instruction-level paral-
lelism within each local thread.

3.1 Multi-core granular dynamics

Chrono::Parallel, an optional module of Chrono,
provides multi-core shared-memory support for
granular dynamics using OpenMP directives and
the Thrust library with the OpenMP back-end.

Chrono::Parallel is constructed so that it relies
on the core Chrono functionality for its model-
ing capabilities, while using different data struc-
ture and algorithms more suited to OpenMP
shared-memory parallelism. Most importantly,
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Chrono::Parallel uses a single data container which
implements a Structure of Arrays (SoA) scheme.
This contrasts with Chrono’s main Array of Struc-
tures (AoS) representation of data. The SoA form
is much more amenable to loop parallelism and to
SIMD capabilities on modern CPUs. Dependen-
cies of Chrono::Parallel include OpenMP [6] (for
parallel for loops), Thrust [21] (for parallel sort,
scan, and reduction algorithms), and Blaze [22]
(for high-performance sparse matrix representa-
tion).

Chrono::Parallel gives the user access to a
large set of the modeling elements available
in Chrono; in particular, these include rigid
bodies with frictional contact (both penalty-
and complementarity-based), arbitrary collision
shapes, kinematic joints, force elements (springs,
actuators, etc.), as well as 1-D shaft elements re-
quired for simulation of complete Chrono::Vehicle
models of both wheeled and tracked vehicle sys-
tems. Chrono::Parallel also provides implemen-
tations of most DVI solvers in Chrono (includ-
ing Barzilai-Borwein and Nesterov-type solvers),
but the module is currently limited to a semi-
implicit Euler time stepping scheme. Because of
this restriction, finite-element models cannot be
currently tackled with Chrono::Parallel directly.

Another module, Chrono::Granular, provides a
number of utility functions for specification of
granular materials with either preset or user-
defined distributions of material attributes. These
include specifications of particle size and shape,
physical properties, and contact material charac-
teristics. Chrono::Granular also provides efficient
spatial sampling for initializing granular material
in prismatic, cylindrical, and spherical domains ac-
cording to regular grids, hexagonal close-packing,
and Poisson disk sampling (which provides uni-
formly distributed initial positions with guaran-
teed minimum separation).

Parallel collision detection. Both DEM-P and
DEM-C approaches require a mechanism for col-

lision detection, a process responsible for produc-
ing a geometric characterization of interactions of
colliding shape pairs at any given system configu-
ration. This characterization includes the pair of
closest points, normal, radii of curvature at the
contact point, etc. The most basic approach to
collision detection naively tests all pairs of con-
tact shapes in the system, which gives it O(n2)
complexity and therefore renders it impractical for
large-scale problems. In order to improve upon the
complexity of the naive algorithm, most collision
detection systems use (at least) a two-phase pro-
cess. The first phase, called broad-phase, quickly
dismisses pairs of shapes that are clearly not in-
teracting. In order to do this efficiently, broad-
phase uses bounding shapes (spheres, axis-aligned
boxes, or object-oriented boxes) and specialized
data structures like dynamic trees or hierarchical
grids to spatially organize collision shapes; this re-
duces the set of possible interactions to only in-
clude pairs of shapes near to each other. In a sec-
ond narrow-phase, the pairs of shapes identified
during broad-phase are closely examined geomet-
rically, either using analytical methods for shapes
with simple geometry, or else with algorithms
like Gilbert-Johnson-Keerthi (GJK) or Minkovski-
Portal-Refinement (MPR) which are able to de-
termine the contact characterization for pairs of
general convex shapes. Depending on their repre-
sentation, concave collision shapes may require a
convex decomposition pre-processing step.

The broad-phase in Chrono::Parallel implements
a binning algorithm (see [23] for implementation
details), suitable for both multi-core and GPU
shared-memory parallel environments, and analyt-
ical algorithms with a fall-back on MPR for the
narrow-phase collision detection.

3.2 Distributed granular dynamics

Chrono::Distributed is a relatively minimal mod-
ule which provides synchronization functionality in
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order to coordinate Chrono::Parallel simulations,
which each run on their own MPI rank. In the
distributed framework, the predefined spatial sim-
ulation domain is broken into subdomains along
an axis and each subdomain is assigned to a rank.
Each rank is then only responsible for computa-
tions on the bodies in its designated subdomain
and in a thin border layer with its neighbor sub-
domains. This boundary layer extends slightly
into both subdomains and is populated with bod-
ies that are seen on both MPI ranks. In order
to maintain consistency between neighbor subdo-
mains Chrono::Distributed stores a status for each
body on each rank to denote whether information
for that body must be shared with neighboring
ranks. These statuses are induced by a spatial
breakdown of each subdomain as show in Fig. 3.
Each subdomain consists of three types of regions:
owned, shared, and ghost. Bodies in the owned
region are seen only by that rank and no synchro-
nization is necessary for them. Shared bodies are
those bodies still in the rank’s subdomain, but that
are close enough to affect bodies in the neighbor-
ing subdomain. They are advanced in time by this
rank, but are represented as a proxy body on the
neighboring rank. Finally, bodies in the ghost re-
gion lie outside of the subdomain, but are close
enough to affect bodies in the subdomain. They
are advanced in time by the neighboring rank, but
exist as proxies in order to couple the neighboring
subsystems. Note that shared bodies on one rank
are represented by proxy bodies on another, and
vice versa.

Communication between ranks is done at the
end of each time-step, at which point all bodies
on each rank are classified into the aforementioned
statuses based on their location. A series of MPI
messages between ranks then (i) creates new proxy
bodies for bodies which have moved into a border
region, (ii) deletes proxy bodies for bodies which
have moved out of a border region, and (iii) up-
dates proxy bodies from the appropriate rank in

Figure 3: Regions of an internal subdomain i in
Chrono::Distributed. In addition to bodies in its owned
region, subdomain i also integrates the states of bodies in
ghost layers of adjacent subdomains.

order to maintain continuity between all ranks.
MPI communication consists of packing buffers of
MPI custom data types and sending them point-
to-point between neighboring pairs of ranks. In the
framework, it is important to note that communi-
cation is never global, and that each rank need only
communicate with a maximum of two neighbors.
This prevents major scaling penalties associated
with collective MPI transactions in large commu-
nicators.

Chrono::Distributed does not require a special-
ized distributed collision detection algorithm. In-
stead, in line with its design philosophy, it pro-
vides enough state information about the system
through appropriate replication of shared bodies
with proxies on neighboring MPI ranks to simply
use the existing Chrono::Parallel shared memory
parallel collision detection described above, in par-
allel and independently on each processor.

HPC framework for co-simulation of vehicle–terrain interaction
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4 NUMERICAL EXPERIMENTS

The primary focus of the simulations and numer-
ical experiments presented herein was on scala-
bility and parallel efficiency of overall solution
and distributed terrain simulation within the co-
simulation framework. We do not address the is-
sue of performance of the Chrono::FEA module
(which, as shown below can and does become the
computational bottleneck); while a very important
aspect in itself and critical to the effectiveness of
the proposed approach, this falls outside the scope
of this paper but is the object of ongoing work.
Similarly, we do not concentrate on using the pro-
posed framework for conducting actual mobility
studies for off-road vehicles on deformable terrain.
The ability of capturing relevant mobility metrics
with a simulation capable of complex, high-fidelity
representation of a vehicle model, flexible tires, and
deformable granular soil has already been demon-
strated in [3, 4].

All numerical experiments reported here were
conducted on a Cray XC30 system. The compute
nodes are equipped with 12-core IntelR© XeonR© E5-
2697 v2 processors and are interconnected with a
dedicated Cray Aries high-speed network.

4.1 Scalability properties

We assessed the scalability characteristics of
Chrono::Distributed, first as a stand-alone gran-
ular dynamics solver and second within the co-
simulation framework. We present results and an-
alyze both strong and weak scalability. The former
is concerned with the change in solution time as the
number of computing resources is increased on a
problem of fixed total size; in the context of off-road
vehicle mobility, good strong scaling properties are
relevant in accelerating solution of a given maneu-
ver on a fixed terrain domain with fixed soil char-
acteristics when resource allocation is increased.
Weak scaling is defined as the variation in solution
time with number of processors for a fixed prob-

lem size per processor; good weak scaling proper-
ties translate in the ability to increase resolution
of terrain representation proportional to compute
resource allocation, with minimal effect on time to
solution.

Denoting with T (n) the time to solution (wall-
clock time) for a simulation conducted on n proces-
sors, appropriate performance metrics for parallel
efficiency can be defined as:

Es(n) =
T (1)

nT (n)
for strong scaling, (1)

Ew(n) =
T (1)

T (n)
for weak scaling. (2)

Perfect scaling corresponds to E(n) = 1 for all n.
Taking into account the current limitations of

Chrono::Distributed, most notably the lack of dy-
namic load balancing, a scalability analysis was
performed on a settling simulation of layered gran-
ular material. This particular test was also se-
lected because it is representative of the use of
Chrono::distributed for simulation of granular ter-
rain for mobility studies. Strong and weak scaling
performance of Chrono::Distributed is summarized
in Tables 1 and 2, respectively. These simulations
correspond to 2 s of settling for the correspond-
ing number of particles in a domain of width 0.5
m and a base length of 4 m. For the weak scal-
ing experiments, the computational domain length
was increased proportionally with the number of
processors (MPI ranks), up to 128 m when using
32 processors. In all cases, the granular material
consisted of identical spheres of radius 1.25 mm,
initialized in layers with uniformly distributed po-
sitions in each layer in a rectangular grid.

The main reason for departures from a per-
fect parallel efficiency value E(n) = 1 in domain-
decomposition architectures such as the one imple-
mented in Chrono::Parallel is the increased cost
of inter-process communication (more interface
boundary in the strong scaling experiments or
more data per message in the case of weak scal-

HPC framework for co-simulation of vehicle–terrain interaction
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MPI
Ranks

Particles Ratio Time (s) E(n)

1 1,236,372 1 23,489.5 -

2 1,236,372 1 11,826.7 0.993

4 1,236,372 1 5,954.3 0.986

8 1,236,372 1 2,772.5 1.059

16 1,236,372 1 1,439.5 1.020

32 1,236,372 1 712.3 1.031

Table 1: Strong scaling results on settling problem. The

parallel efficiency is defined as: Es(n) = T (1)
nT (n) . Wall-clock

times represent the time to simulate the process for 1 s.

MPI
Ranks

Particles Ratio Time (s) E(n)

1 1,236,372 1 23,489.5 -

2 2,472,744 2 23,901.0 0.983

4 4,944,700 4 23,997.6 0.979

8 9,889,400 8 24,099.4 0.975

16 19,778,012 16 24,406.5 0.962

32 39,555,236 32 24,480.8 0.960

Table 2: Weak scaling results on settling problem. Here,

parallel efficiency is defined as: Ew(n) = T (1)
T (n) . Wall-clock

times represent the time to simulate the process for 1 s.

ing). As the results in Tables 1 and 2 indicate,
the implementation of the communication layer in
Chrono::Distributed, most notably the judicious
use of asynchronous (immediate) point-to-point
MPI communication, results in minimal commu-
nication overhead and thus translates in parallel
efficiencies close to 1. It is worth noting that,
in some instances, strong scaling yields efficiencies
above 1.0. The reasons for this are (i) the slightly
nonlinear scaling of the broad-phase collision de-
tection phase in Chrono::Parallel, which performs
better on small problem sizes, and (ii) likely better
cache utilization on smaller local problem sizes.

4.2 Full vehicle on deformable terrain

To demonstrate the capabilities of the proposed
framework and the effectiveness of a distributed
simulation of the underlying granular terrain sub-
system, we chose to simulate the following two sce-
narios:

• Acceleration test of a vehicle with flexible tires
on granular terrain (Fig. 4a). The goal of
this example is to demonstrate that, beyond
a certain point, the resolution of the granu-
lar terrain representation does not affect over-
all performance (given enough computing re-
sources). This is due to the fact that the time
evolution of the granular terrain subsystem
occurs at a fraction of the cost of advancing
the dynamics of a single flexible FEA-based
tire subsystem.

• Double lane change (DLC) maneuver of a ve-
hicle with rigid-mesh tires on granular terrain
(Fig. 4b). The purpose of this example is
to eliminate the limiting effect of FEA-based
tires on overall time to solution and demon-
strate the strong scalability characteristics of
the distributed terrain simulation within the
context of the proposed co-simulation frame-
work.

HPC framework for co-simulation of vehicle–terrain interaction
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(a) Acceleration test; ANCF-based flexible tires. (b) Double-lane change; rigid-mesh tires.

Figure 4: Simulation snapshots for off-road vehicle on granular terrain.

Parameters of the two types of simulations above
are summarized in Table 3, including number of
particles and particle radius. In all cases, the soil
cohesion is set at 100 kPa. The vehicle has an over-
all mass of 2550 kg, independent front and rear sus-
pension and a Pitman arm steering mechanism.
In simulations A and B, each FEA-based tire is
slick and is modeled with a 90× 24 mesh of multi-
layered, orthotropic ANCF shell elements [24],
with the section geometry created by cubic splines.
The default tire internal pressure is assumed to be
200 kPa. Rigid-mesh tires in experiments C and
D are modeled with a 2× 90× 24 fixed triangular
mesh. In the acceleration tests, the vehicle throttle
input is ramped to 80% over a duration of 0.2 s and
kept constant afterwards; steering and braking in-
puts are maintained at 0%. The DLC simulations
rely on a driver controller which adjusts steering
input to follow the path depicted in Fig. 4b while
throttle and braking inputs are adjusted to main-
tain a constant speed of 10 m/s.

The good parallel scaling characteristics of
Chrono::Distributed (see Section 4.1) are main-
tained when integrating this module within the
co-simulation framework for the simulation of the
terrain subsystem. This is illustrated by the tim-
ing results presented in Table 3. These simulations
presented in this section were set up as to permit

a scaling assessment of the underlying distributed
terrain simulation and an evaluation of the over-
all co-simulation framework performance when in-
creasing computing resources. Indeed, the acceler-
ation tests using flexible tires (columns A and B)
can be used to estimate the weak scaling efficiency,
with an adjusted metric defined as:

E ′
w =

T (nA)

T (nB)
· P (nB)/nB

P (nA)/nA

, (3)

where P (n) is the total problem size (number of
particles) solved with n processors. Considering
only the terrain subsystem, we obtain E ′

w = 0.852;
the decreased efficiency can be explained by the
load imbalance introduced by the additional proxy
bodies representing the tire mesh within the ter-
rain subsystem. With the setup considered here,
in both cases A and B advancing the state of
the terrain subsystem between two co-simulation
communication points is done completely in “the
shadow” of the flexible tire simulations; in fact,
such simulations could have been performed with
significantly higher granular resolution (or alterna-
tively on many fewer MPI ranks) without affecting
the time to solution. Furthermore, comparing the
overall wall-clock time to the cost of the slowest
tire node, it can be seen that the communication
overhead in the outer MPI layer – dedicated to im-
plementing the force–displacement co-simulation

HPC framework for co-simulation of vehicle–terrain interaction
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Problem setup and simulation parameters
A B C D

Maneuver Acceleration Acceleration DLC DLC

Tire model ANCF ANCF Rigid Rigid

Domain size [m × m] 8× 3 8× 3 110× 6 110× 6

Particle radius[mm] 12.5 10.0 12.5 12.5

Number particles 283,162 591,090 6,513,518 6,513,518

Step-size [ms] 0.04 0.04 0.04 0.04

Number MPI ranks 5 + 8 5 + 16 5 + 16 5 + 32

Average timing information, per-step [ms]
A B C D

Vehicle subsystem 0.93 0.93 0.92 0.92

Terrain subsystem 348.03 391.57 3953.67 1992.25

Tire 0 (front-left) 3467.53 3072.81 1.37 1.39

Tire 1 (front-right) 3435.08 3444.10 1.42 1.41

Tire 2 (rear-left) 3483.08 3488.41 1.46 1.41

Tire 3 (rear-right) 3472.58 2977.90 1.44 1.39

Overall 3547.53 3545.19 3966.21 2002.35

Table 3: Problem setup and average per-step timing for the 4 vehicle co-simulation experiments. All simulations used a
step-size of 4 · 10−5 s. Simulations A and B involved ANCF-based flexible tires, while C and D used rigid-mesh tires. All
timing information is reported in milliseconds and represent cost per co-simulation step.

data exchange – is minimal and represents only
1.6% – 1.8% of the overall time to solution.

Similarly, the double-lane change simulations
presented in Section 4.2 can be used to assess
the strong scaling characteristics of the distributed
terrain simulation when incorporated in the co-
simulation framework. This is because these runs
were performed using rigid-mesh tires, thus effec-
tively taking out of the equation the integration
cost on the tire nodes. To accommodate the fact
that timing results are available only on 16 and 32
processors in the terrain MPI intra-communicator,
we use the modified efficiency metric:

E ′
s =

T (nC)

T (nD)
· nD

nC

(4)

which, using the timing information in Table 3,
results in a value of E ′

s = 0.99 indicating close
to perfect strong scaling of the terrain calculation.
Here again, it can be seen that the overhead of
communication overhead in the outer MPI layer is

negligible (0.3% – 0.5%).

5 CONCLUSIONS

We have discussed the architecture and design of
a hybrid MPI-MPI-OpenMP co-simulation frame-
work and demonstrated its applicability to large-
scale off-road vehicle mobility simulations. Taking
advantage of the hardware configuration of current
supercomputer clusters, the proposed method-
ology leverages parallelism at multiple levels,
from multiple node distributed MPI, to multi-
core shared-memory within a node, and SIMD
instruction-level parallelism within a thread. Scal-
ing analysis results, for both stand-alone granular
dynamics problems and within the co-simulation
framework itself, demonstrate that the proposed
solution can effectively take advantage of avail-
able computing resources and enable simulations
of large terrain patches, highly-resolved granular
material, or both. This is shown to be possible at

HPC framework for co-simulation of vehicle–terrain interaction
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the computational cost dictated by the simulation
of a single flexible FEA tire subsystem.

Future work. Chrono::Distributed was designed
and architected as a stand-alone Chrono module
dedicated to providing an MPI-based distributed
parallel simulation capability for generic granular
problems using domain-decomposition. However,
in its first incarnation it is tailored to problems
that are typical of simulating deformable terrain.
Most notably, it is currently assumed that there
is little particle migration between subdomains.
For the scaling characteristics demonstrated here
for settling simulations to carry over to problems
such as granular flow, additional work is required
to implement dynamic load-balancing. Along the
same lines, future development plans include the
ability to perform domain decomposition along
one, two, or three axes, not necessarily aligned
with the global coordinate frame. Furthermore,
Chrono::Distributed will be extended to optionally
use the DEM-C approach (complementarity-based
frictional contact formulation) by providing sup-
port for the distributed solution of the resulting
differential-algebraic-variational problem and as-
sociated conic-constrained quadratic optimization
problem.

As demonstrated by the numerical experiments
provided in this paper, the adoption of a dis-
tributed parallel solution for the granular terrain
simulation achieves the stated goal of ensuring that
the computational bottleneck is transferred to the
FEA-based tire simulation. Ongoing work is ded-
icated to accelerating and increasing performance
of the Chrono::FEA module by improving the el-
ement formulation and implementation, enhanc-
ing the numerical integration and implementing
a time-adaptive scheme, and exploring alternative
parallelization techniques (multi-core or GPU).

Finally, we plan on enhancing the co-simulation
framework itself by formalizing it into a dedicated
general-purpose Chrono module, suitable to ad-
dress complex multi-physics problems that incor-

porate multibody systems, rigid and flexible bod-
ies, granular material, and fluid phase.
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